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PROBLEM STATEMENT :

Developing a machine learning-based career recommendation system for Plaksha
University students to provide personalized, accurate career path suggestions
post-graduation.




PROBLEM STATEMENT : STAKEHOLDER CHALLENGES

.) GRANULARITY IN JOB PROFILING

Graduating individuals often struggle to choose a job profile that matches
their academic and industrial experiences, making the transition from college
to career a challenging decision

‘D YEAR-4TH YEAR-UG STUDENTS-TLP STUDENTS:

Facing uncertainty in making informed career decisions due to the rapidly
changing job market trends in India, resulting in difficulty in matching their
skillsets with industry demands.

‘AKSHA CAREER DEVELOPMENT CELL:

Despite having access to all student resumes, the process of matching students
with relevant job roles remains manual and resource-intensive, leading to
uncertainty about which types of companies to bring on campus.



POTENTIAL APPLICATION AND IMPACT

‘ERSONALISED STUDENT CAREER GUIDANCE:

It can provide personalised career guidance to students at different academic levels
(UG, TLF) and across majors, helping them make informed decisions about job roles

‘ESOURCE OPTIMIZATION FOR PLAKSHA CAREER DEVELOPMENT CELL:

For career development cell, it can automate the process of matching students
with job roles, reducing the manual workload and optimizing resource

allocation. %
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Collaborative filtering, commonly used in
recommendation systems, focuses on using the
preferences and behaviors of similar users to suggest
jobs. It emphasizes the 'community' aspect of
recommendations.

A modern approach in job recommender
systems is not just to match jobs but to
recommend skills that users might need to learn
to improve their employability.

https://ieeexplore.ieee.org/document/10100122



https://ieeexplore.ieee.org/document/10100122

LITERATURE SURVEY- COMMON COLLECTION PROCEDURE

Open Source Web Scraping

0

Job Recommendation System Using :
Machine Learning And Natural :I |

Language Processing l :
|

DBS};% Stack Overflow | Linkedin/

i Job Listing Surveys : Glassdoor
[

https://esource.dbs.ie/bitstream/handle/10788/4254 /msc_jeevankrishna_2020.pdf?sequence=1&isAllowed=y
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LITERATURE SURVEY- RESEARCH PAPER; RESEARCH GATE
‘PERSONALISED RETRIEVAL FOR ONLINE RECRUITMENT SERVICES'’

Once communities of related users are constructed the recommendation process can then proceed in a way
that 1s analogous to the memory-based approach, except that instead of selecting k neighbours for the target profile,
we select the members of the target profile’s community. Of course, the immediate benefit of this cluster-based
approach is that it is possible to identify larger groups of users that are related to the target user and thus provide a
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FER e g e evaluation of two versions of the Adaptive Collaborative Filtering (ACF)

|{ p€ P:p contains j}:

Quality(j,P) = algorithm for personalised job recommendations. The evaluation was
o |
1P carried out manually by selecting ten target users from different virtual
Definition 3: Quality {where j is a job and P is a community of profiles} communities and producing two recommendation lists containing ten

jobs each.

Memory-based collaborative filtering 1s probably the simplest form of the general collaborative filtering approach.

Users are related on the basis of a direct similarity between their profiles, for example, by measuring the degree of The two ACF versions evaluated were Memory (ACF-NN) and Cluster
overlap between their profile items, or by measuring the correlation coefficient between their grading lists [2, 12,
13]. This leads to a lazy (in the machme learming sense) form of collaborative filtering whereby the target user 1s
used to select the k nearest profiles. Currently CASPER uses a simple overlap metric (Definition. 1) to determine similar the recommended jObS were to the existing jObS in each target

profile sinularity. user profile.

(ACF-Cluster). The grading of the recommendations was based on how

Items(t) M Items( p)|

Overlap(t, p) = Quality(j,1,P) = Zwﬁ i€ Werlap(t, p;)

Items(t) U Items(p),
Each target user received a cumulative grading score across the 10

Definition 1: Overlap {where: t and p are profiles (t being the target profile) and j is a job} recommended jObS from each ACF technique, and each grading score

was normalized by dividing by the maximum cumulative grade of 30.
Definition 2: Quality {where: t and p are profiles (t being the target profile) and j is a job}

- ' s

The experimental study is based on the user profiles generated from server logs between 2/6/98 and 22/9/98.
These logs contained a total of 233011 job accesses from 5132 dilferent users. These profiles spanned a total of
8248 umque jobs with an average prolile size ol approximately 14 jobs and nearly 3000 proliles containing less than
10 jobs = and indication of CASPER’s extremely sparse profile space.


https://www.researchgate.net/publication/230875741_Personalised_Retrieval_for_Online_Recruitment_Services

LITERATURE SURVEY-

D. Similarity Method Dealing with Text Job descriptions and student resumes are

In student job hunting system, student resume information converted into vector format. Each attribute of a
and job descriptions are stored in the form of text in the job description or a resume is represented as a
database. To compare the similarity between two pieces of component in its respective vector.

information, we represent each piece of information as space
vector and use cosine similarity distance calculation.

For example, job description 1s expressed as a vector like
this: (Job name, location, job type, field, category name). It is

TCpTCSCI]t hy T3 7 3 T 7% student resume 1s CXpTCSSCd as COSIne SImIIarItY IS used to calculate the
J (.]1*113".]5".].-|*]5)

similarity between two vectors. It measures

a vector like this: (cnll;_:gc, major, degree, home place, the cosine of the angle(6) between two
gender). It1s represent by S=(g 6., 6:.5,5.50) - vectors in a multidimensional space.

The similarity between two jobs or two students can be
calculated by the formula (10) and (11):
sim(J > J 2) = cos(@) (10) By representing the resumes and job descriptions
as vectors, the system can compute how closely a
student's qualifications (resume vector) match
the requirements of a job (job vector).

sim(§ .5, =cos(@,) (11)


https://www.researchgate.net/publication/230875741_Personalised_Retrieval_for_Online_Recruitment_Services

DATA COLLECTION- EXPLAIN RATIONAL

Dataset and Features Preprocessing
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» Data Cleaning » Data Wrangling » ML Methodology > ML Deployment




DATA COLLECTION
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Source About Data Ethical Concerns
« Data was collected using « 1200 data points
Selenium and Beautiful Soup. collected* Ethical concerns were
addressed by ensuring
 Data was also collected 800 real data points Anonymity.
manually by us, due to the o 500 using Selenium
change in rendering structure of o 300 manually

LinkedIn on web.
« 400 synthetic data

« Data Augmentation was also points
done which will be explained in
the future slide. 100 features in the data

Data Collection » Data Cleaning » Data Wrangling + ML Methodology > ML Deployment



DATA COLLECTION

Education

Experiences Skills + Projects +
Certifications

Data Collection » Data Cleaning » Data Wrangling » ML Methodology - ML Deployment




DATA COMPOSITION

‘bout Section

 Professional Summary:
« Career Objectives or Goals:

« Key Achievements and Skills:

e Relevant Keywords:

Crucial for understanding the
individual’s involvement in the
industry and classify him based
on characteristics in different
and in correlation with different
samples

‘ualiﬁcation

o Level of qualification
« Degree Procured

Quualification helps segregating the
colleges as an early filter, classifying
the possible colleges based on
alikeness

‘ertiﬁcates

« Name of professional certificates
from online /offline platforms.
« Keywords based on frameworks

Required for segmenting the
individuals based on professional

capacity and the level of expertise and
proficiency.
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DATA AUGMENTATION - SYNTHETIC VALUES

‘CK TRANSLATING LANGCHAIN GENERATION ‘NONYMS GENERATION
The sin.1u|taneous Ger:;:t:;z:drt::cml Replacing the words in the
conve.r o betw{e.en contextual information data with their synonyms
english to specific . adding variability to the
language and back to from established data.
engage dataset consisting of
R information. S—
. % DO

Data Collection » Data Cleaning » Data Wrangling + ML Methodology - ML Deployment



DATA COMPOSITION - ASSEMBLY
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DATA PREPROCESSING- FREQUENCY MEASUREMENT

e Data lemmitization/Stemming - reducing uncontextual words.
» Keyword detection related to a parameter(job role)

« Removing the words with frequency(f) < threshold and combining
similar contextual words in a base word

e Tools used

« re (Regular Expressions)
» string
« nltk (Natural Language Toolkit)

Data Collection Data Cleaning » Data Wrangling + ML Methodology > ML Deployment




Hyper-parameter Tunlng 1200 rows by 1 column

(data set dim)

!

Performed TF-ID Vectorization

1200 rows by 5000 columns

text to numeric conversion

l

Truncated SVD

1200 rows by 100 columns

Dimension reduction




0 hi guy al research scientist blended experienc...
i hi quy ai research scientist blended experienc...
2 ai applied research scientist ai product manag...
3 research scientist specialize field artificial...
4 machine learning engineer demonstrated history...
After TF-ID Vectorization
2019 ab aba abap abagqus abb abdm ability abin able zenly zeppelin zero zest zronal zookeeper zscaler Iw Ix
¢ 00 00 00 00 00 00 0.0 0000000 00 00 0.0 0.0 0.08420 00 00 0.0 0.0 00 0.0
1 00 00 00 00 00 00 0.0 0000000 00 00 0.0 00 0.08420 00 00 0.0 0.0 00 0.0
2 00 00 00 00 00 00 0.0 0000000 00 00 0.0 0.0 000000 00 00 0.0 0.0 00 0.0
3 00 00 00 00 00 00 0.0 0000000 00 00 0.0 0.0 0.00000 00 00 0.0 0.0 00 0.0
4 00 00 00 00 00 00 0.0 0000000 00 00 0.0 0.0 0.00000 00 0.0 0.0 0.0 00 0.0
In [114]: 1 tfidf_df.columns.shape
out(114]: (5000,) After Dimension Reduction
1] 1 2 3 4 5 6 T a8 P .. a0 o1 82 83
0 0333657 -0070846 0085722 0.003010 -0.030875 -0.045888 0.002208 0022203 -0.016130 0096740 0017455 0027243 -0.012284 -0.005156
1 0333657 -0.070846 0.085722 0003010 -0.030875 -0.045888 0002208 0022208 -0.016190 0.096740 .. -0.017455 0.027243 -0.012284 -0.005156
2 0167763 -0.018305 -0.044584 -0.022086 Q287777 0083103 0.114402 -0.043681 0.012048 -0.110555 00401868 0042883 -0.014071 0.013443
3 0268379 -0.02864% 0021850 -0.072194 0224431 -0.084479 0102876 -0.045232 0007280 0.022580 0019210 0046007 0.007454 0.045438
4 0326130 -0.002581 0.015093 -0.048596 -0.021838 -0.0668116 -0.048237 -0.108558 0240008 0.043570 0.019542 -0.005403 -0.005002 -0.094342
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MACHINE LEARNING MODEL

'ASEMBLE METHODS ‘USTERING

ALGORITHM




ML MODEL - ENSEMBLE METHOD(XGBOOST)

AI Research Scientist
Computational Biologist

Computer Vision Engineer

Data Analyst

Data Scientist

Economist

Electromechanical engineer
Evolutionary Biologist

Financial Analyst

Genetic Engineer

Natural Language Processing Engineer
Product Manager

Protocol engineer

Quant

Robotics Machine Learning Engineer
RoboticsEngineer

Software Developer

Synthetic Biologist

accuracy
macro avg

weighted avg

Accuracy: 81.10%

precision

0.87
1.00
0.84
0.83
.76
0.88
0.80
1.00
0.75
1.00
0.67
0.67
0.00
0.86
0.43
.75
1.00
0.78

recall fl-score support

21
5

H
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Al Research Scientist
Computational Biologist
Computer Vision Engineer
Data Analyst

Data Scientist

Economuist
Electromechanical engineer
Evolutionary Biologist

Financial Analyst

True

Genetic Engineer

Natural Language Processing Engineer
Product Manager

Protocaol engineer

Quant

Robotics Machine Learning Engineer
RoboticsEngineer

Software Developer

Synthetic Biologist

Al Research Scientist -

Computational Biologist

Computer Vision Engineer

Data Analyst

Data Scientist

ECconomist

0

Electromechanical engineer -

Evolutionary Biologist

Financial Analyst
Genetic Engineer

Predicted

Natural Language Processing Engineer

Product Manager

Protocol engineer -

Robotics Machine Learmning Engineer

RoboticsEngineer

Software Developer

Synthetic Biologist -

- 25

- 20




ML MODEL - EMSEMBLE METHOD(XGBOOST)

Why did we not use it?

« Not optimal Accuracy.
o Centric & Bias Classification.

« Does not cover all nuances of a
profile.

Electromechanical engineer: 99.20%
RoboticsEngineer: 0.23%
Robotics Machine Learning Engineer: 0.18%

We need something that suggests and not dictates!

Al Research Scientist
Computational Biologist
Computer Vision Engineer
Data Analyst

Data Scientist

Economist
Electromechanical Engineer
Evolutionary Biologist

Financial Analyst

True

Genetic Engineer

Natural Language Processing Engineer
Product Manager

Protocol engineer

Quant

Robotics Machine Learming Engineer
RoboticsEngineer

Software Developer

synthetic Biologist

)
Wi
=)
=
i
]
LT
£
[¥]
—_
i
W
]
w
[
=

Computational Biologist

Computer Vision Engineer

Data Analyst

Data Scientist

Economist

Electromechanical engineer -

Evolutionary Biologist

Financial Analyst
Genetic Engineer

Predicted

Matural Language Processing Engineer

Product Manager

Protocol engineer -

Robotics Machine Leaming Engineer

RoboticsEngineer

Software Developer

synthetic Biologist -

- 23

- 20




CUSTOM MULTI-CLASS CENTROID CLASSIFIER

Tailored Career Guidance and Efficient Multi-Class Categorization: Utilizes cosine
similarity for personalized recommendations and incorporates clustering for effective
classification.

d & k3

0.333657
0. 333657
0167763
0.269379
0.326130

0.0700846
-0.070846
0.0189305

0.0285849
0.002581

2
D.085722

0.085722

-0.044584

0.021850

0.01 5093

R

3
0.003010

0.003010

«0.022066
-0.072194

=0.046596

" M aEamtrTe

4

-0.030875

0,030875

Q28777

0224411

=0, 021838

5

-(.045888
-0.045888
-0.083103
-0.084479

-0.066116

4]
0.002208
0.002208
0.114402

01028786

0. 046237

% SRS AP E

T
0.022203

0.022203

=0, 043681
-0.045232

0. 108558

R T R

0016180

0.016180

0.01284%8
0.0072890
D.248905948

g ..
0.096740 ..
0.086740 ..
-0.110555 ..
0.022580 ..

0043570 ...

[ T T ]

o0
-0.077455
«0.017455
=0.0401886
-0.019210

0.0158542

= S

Job profiles: Data Scientist

o1
0.027243
0.027243
0.042883

0.046007

=0 00540c3

a2

-0.012284 -
0.012284

-0.014071

0.007454

=0.005002

-0.005156

0.013443

0.045438

0.094342



HOW DOES IT WORK?

O
(F1,£2,£3,£4,.....,f100)
y
(91,92,93,94,.....,q100)
4
Centroid of each job profile Cosine Similarity to calculate

the similarity between two items



Raw Cosine Distances:

{0: 0.4853091955097788, 1: 0.83979722331453, 2: 0.44636496589278274, 3: 0.8740463259779488,

4: ©.743878150390753, 5: 0.9177837351738369, b6: 0.8025860259966566, 7: 0.8943448173065744, 8: 0.965488567@577621,
9: 9.9327317519512219, 19@: 0.0467594122252713, 11: 0.6331316847689132, 12: 0.8470847119434224, 13: ©.91090047926235
81, 14: 0.6658305984258175, 15: ©.8038857619251599, 16: ©.9135085496740252, 17: 0.908351094010676}

/
a =

—
r — min(x)

max(z) — min(z)

True Label: Data Scientist

Similarity Label: Data Scientist, Similarity: 100.00%

Similarity Label: Natural Language Processing Engineer, Similarity: 97.67%

Similarity Label: AI Research Scientist, Similarity: 70.13%
Similarity Label: Data Analyst, Similarity: 52.58%

Model Accuracy:

Top—3 Accuracy: 95.1219512195122 %

Job Profiles

Data Scientist |

Natural Language Processing Engineer
Al Research Scientist b

Data Analyst |

Robotics Machine Learning Engineer|
Computer Vision Engineer |

Product Manager}

Economist f

Quant

Computational Biologist |
Evolutionary Biologist |
RoboticsEngineer |

Electromechanical engineer |
Synthetic Biologist |

Financial Analyst |

Genetic Engineer |

Software Developer|

Protocol engineer

20

40

60
[ o | [P Y, Y. 1

80

100



RESULTS ON REAL WORLD RESUMES!

Job Centroid Similarity

Computational Biologist

Synthetic Biologist

Evolutionary Biologist

Genetic Engineer

Al Research Scientist

Data Scientist

Robotics Machine Learning Engineer
Data Analyst

Natural Language Processing Engineer
Protocol engineer

Product Manager

Computer Vision Engineer

Quant

Robotics Engineer

Financial Analyst

Electromechanical engineer
Economist

Software Developer

Predicted Job Similarity

Quant |
Al Research Scientist |
Data Scientist |
Robotics Machine Learning Engineer |
Evolutionary Biolagist
Data Analyst |
Natural Language Processing Engineer |
Product Manager |
Financial Analyst |
Computational Biologist |
Economist |
Computer Vision Engineer
Synthetic Biologist |
Robotics Engineer |
Genetic Engineer |
Electromechanical engineer f
Protacol engineer |
Software Developer

0 20 20 60 80
Similarity to Job Centroids (%)

0 210 -llﬂ E:{J
Similarity to Job Centroids (%)

BSE

100

DSEB




MODEL - METHODOLOGIES(FILTERING)

USER PROFILE VECTOR:

DOMAIN KNOWLEDGE, AND OTHER ATTRIBUTES OF A USER. IT'S
ESSENTIALLY A NUMERICAL REPRESENTATION OF A USER'S
QUALIFICATIONS AND PREFERENCES.

JOB PROFILE VECTORS:

THESE ARE NUMERICAL REPRESENTATIONS OF VARIOUS JOB
PROFILES. EACH VECTOR WILL LIKELY CONTAIN INFORMATION
ABOUT THE REQUIRED SKILLS, DOMAIN KNOWLEDGE, AND
OTHER RELEVANT CRITERIA FOR A PARTICULAR JOB.

COSINE SIMILARITY:

A MATHEMATICAL MEASURE IS USED TO DETERMINE HOW
SIMILAR THE USER PROFILE VECTOR IS TO EACH JOB PROFILE
VECTOR. CLOSENESS TO SIMILARITY REFERS TO RELATIBILITY
TO A JOB PROFILE

User profile
vector

For-Loop Job

profile vectors Job Profile
Vectors |

Cosine Similarity

!

|

Score=(0.6"Skill)+(0.4* Domain)

sort scores of all Job
By descending

Threshold of score

l

Recommend Top -N

Jobs

~ Python/Spyder




*MCC - PIPELINE

Al

LR

valic::::tgs User r
SN2

Data Accumulation Clustering From Training Data

-l ¥

TF-IDF Conversion Feature Reduction(SVD)



POSSIBLE CHALLENGES

- Deployment at Plaksha

o Integration with CDC: Implement the system within CDC's framework for data-
driven job role and company insights.

- Resume Processing: Use the model to analyse student resumes for matching with
potential job roles.

« Steps for Deployment

- Data Collection and Privacy: Ensure ethical collection and secure storage of resumes
while respecting data privacy.

o Integration with Educational Systems: Seamlessly integrate the system with
existing university platforms.

Challenges in Scaling Up:

- Diverse Profiles Handling: Accurately accommodate a wide range of student
academic backgrounds and interests.

- Customisation and Flexibility: Ensure the system's adaptability to individual needs
and various industries.



BEHIND THE SCENES




Thank you!




